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I. Radio-Frequency Identification: Security Risks and Challenges
Sanjay E. Sarma, Stephen A. Weis and Daniel W. Engels

A B S T R A C T

Low-cost Radio Frequency Identification (RFID) tags affixed to  consumer items as “smart-
labels” may emerge as one of the most pervasive computing technologies in history. While
RFID systems can yield great productivity gains, they may also expose new threats to the secu-
rity and privacy of both individuals and organizations. This article gives a brief introduction
to RFID technology and describes potential security and privacy risks. We present several chal-
lenges to providing desired security properties in the unique setting of low-cost RFID devices
and identify several areas for future research.

II. Identity-Based Encryption: a Survey
Martin Gagné

A B S T R A C T

Identity-Based Encryption is a form of public key encryption for which the public key can be
an arbitrary string, and in particular, a string that identifies the user who holds the associated
private key, like his email address. The original motivation for identity-based cryptography was
to simplify certificate management, but it has many other applications. In this paper, we sur-
vey recent proposals for usable identity-based encryption schemes.

III. Advances in Side-Channel Cryptanalysis, Electromagnetic
Analysis and Template Attacks

Dakshi Agrawal, Bruce Archambeault, Suresh Chari, Josyula R. Rao and Pankaj Rohatgi

A B S T R A C T

We describe two recent advances which substantially increase the scope and power of side-
channel cryptanalysis. The first advance is the exploitation of information leakage from elec-
tromagnetic emanations. The second advance, known as template attacks, is a superior data
analysis technique which substantially reduces the number of side-channel samples needed for
an attack. These advances pose a risk to all cryptographic implementations, including those
immune against earlier side-channel attacks.

CryptoBytes



Radio-Frequency Identification: Security Risks and Challenges�

Sanjay E. Sarma, Stephen A. Weis and Daniel W. Engels

Abstract

Low-cost Radio Frequency Identification (RFID)
tags affixed to consumer items as “smart-labels” may
emerge as one of the most pervasive computing tech-
nologies in history. While RFID systems can yield
great productivity gains, they may also expose new
threats to the security and privacy of both individuals
and organizations. This article gives a brief introduc-
tion to RFID technology and describes potential secu-
rity and privacy risks. We present several challenges
to providing desired security properties in the unique
setting of low-cost RFID devices and identify several
areas for future research.

1 Introduction

Automatic Identification (Auto-ID) systems are a
common tool in manufacturing processes, just-in-time
inventory control, logistics and point of sale product
identification. For over twenty years, the bar code has
been a familiar optical Auto-ID system found on many
consumer items. Perhaps the most common bar code
is the linear, or one-dimensional, Universal Product
Code (UPC) designed in 1973 [24]. The US Postal
Service and several commercial shipping companies
have also adopted two-dimensional bar codes, which
are able to carry more data. More recently, Radio
Frequency Identification (RFID) systems have made
inroads into retail logistics markets. In the near fu-

�Work carried out at the MIT Auto-ID Center and Laboratory
for Computer Science. Authors may be reached at: �sesarma,
sweis, dwe�@mit.edu

ture, low-cost RFID “smart-labels” may become an
economical, and efficient replacement for optical bar
codes.

Radio Frequency Identification systems have
emerged as a practical Auto-ID platform in industries
as varied as automobile manufacturing, microchip
fabrication, even cattle herding. RFID systems are
composed of radio frequency (RF) tags, or transpon-
ders, and RF tag readers, or transceivers. Tag read-
ers broadcast an RF signal to access resident data
stored on tags, typically including a unique identifi-
cation number.

Most tags consist of an antenna or other coupling
element connected to an integrated circuit, allowing
the incorporation of tag functionality such as writable
storage, environmental sensors, access control or en-
cryption. Simple RFID devices may be found every-
day in keyless entry systems, automated tollbooths,
subway stations or in clothing. Several examples of
RFID tags appear in Figure 1.

RFID tags offer several advantages over optical
bar codes. Data may be read automatically: without
line of sight, through non-conducting material such
as cardboard or paper, at a rate of several hundred
tags per second and from a distance of several me-
ters. Given that optical barcodes are scanned over 5
billion times daily [24], efficiency gains from using
RFID tags could substantially lower the cost of tagged
items.
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Figure 1: An RFID tag, an RFID tag with printed barcode and dust-sized RFID microchips.

By integrating a unified identification system on all
levels in the supply chain, every party involved in the
lifespan of a product may reap the benefits of an RFID
based object identification system. This includes not
only manufacturers and retailers, but also consumers,
regulatory bodies such as the United States Food and
Drug Administration, and even waste disposal firms.
The potential cost savings are likely to make RFID
tags one of the most widely deployed microchips in
history.

Unfortunately, the universal deployment of RFID
tags in consumer items may create new security issues
not present in closed manufacturing environments.
Consumer privacy may be compromised by nearby at-
tackers extracting data from unprotected tags. Individ-
uals may be physically detected by associating their
identities with tags they carry, violating “location pri-
vacy” similar to an issue in Bluetooth [11]. Corporate
espionage is another risk: A retailer’s inventory la-
beled with unprotected RFID tags could be monitored
or tracked by competitors; yielding valuable sales and
marketing data.

Presently, most deployed RFID systems are used
for identification of higher value items, such as mi-
crochips or automobile components. In these indus-
tries, tags costing US$0.50-US$1.00 or more are eco-

nomical. At these costs, tags may be equipped with
resources to support strong cryptographic primitives,
tamper resistant packaging or other security enhanc-
ing features. Many developments relevant to smart
card research are applicable to these higher value
RFID tags.

However, significant consumer market penetration
will occur only if tags are priced below US$0.10 and
can be incorporated into most paper packaging. Un-
der this price ceiling, supporting strong cryptographic
primitives is presently not a viable option. Even if sili-
con manufacturing developments allow more features
to be included in a low-cost, US$0.05 tag, there will
be continual pressure from high volume customers for
even lower cost tags.

This is due to the economics of the RFID tag mar-
ket. Tag purchases will likely be made by manufac-
turers in high volumes. Even slight differentials in
tag design costs translate into large financial savings.
Consider the recent purchase of 500 million low-cost
tags [18] by a major consumer product manufacturer.
A difference of US$0.01 between two tag design costs
represents US$5,000,000 in savings. Tags support-
ing greater functionality, such as strong cryptographic
primitives, must offer tag owners enough economic
benefits to justify their higher costs.
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The design of low-cost RFID systems is part of on-
going research at the MIT Auto-ID Center [3]. An
overview of RFID systems and their security issues
is available in [21]. Proposals addressing several of
these issues are presented in [26]. As mentioned, the
resource-starved environment of low-cost RFID tags
is most closely related to issues explored in the con-
text of smart cards. Particularly relevant are cost and
security trade-offs of smart cards, presented in [1].

RFID tags will frequently operate in insecure en-
vironments, possibly subjected to intense physical at-
tacks. Discussion of smart card operation in hostile
environments is presented in [9], and a comprehensive
overview of many physical attacks and countermea-
sures appears in [25]. Specific low-cost attacks appear
in [2] and are part of ongoing research at the Univer-
sity of Cambridge’s TAMPER Lab [23]. Cautionary
information regarding the implementation of AES in
smart cards is available in [7]. Due to passive power-
ing and a wireless interface, RFID tags may be espe-
cially susceptible to fault induction, timing attacks or
power analysis attacks, highlighted in [4, 15, 14], and
[13].

In this article, Section 2 provides a brief introduc-
tion to the components and operation of RFID sys-
tems. Section 3 states assumptions about design fea-
tures, performance requirements and resource limita-
tions. Section 4 focuses on the security and privacy as-
pects of RFID systems, detailing risks and challenges
in Sections 4.1 and 4.2, respectively.

2 RFID Primer

RFID systems are composed of three key elements:

� the RFID tag, or transponder, carries object iden-
tifying data.

� the RFID reader, or transceiver, interfaces with
tags to read or write tag data.

� the back-end database aggregates and utilizes tag
data collected by readers.

All items to be identified in an RFID system are
physically labeled with a tag. Tags are typically com-
posed of a microchip for data storage and logical op-
erations, and a coupling element, such as an antenna
coil, used to communicate to readers via radio fre-
quencies (RF). In addition, tags may contain a direct
contact interface as found in smart cards. Tag memory
may be a read-only, write-once read-many or be fully
rewritable.

Tag readers interrogate tags for their data through
an RF interface. To provide additional functionality,
readers may also contain internal storage, processing
power or connections to back-end databases. Compu-
tation may be carried out by readers on behalf of tags,
particularly in cryptographic applications.

Tags may either be actively powered through an on-
board power source such as a battery, or passively
powered. Passive tags inductively receive power
through an RF signal from the reader. To offer an
analogy for this process, one may think of readers
as “shouting” out to passive tags, then extracting data
from the resultant echoes. Extending this analogy, the
reader’s shouts may be monitored by eavesdroppers
from a greater range than the tag’s echoes. We will
explore this issue further in Section 4.

The maximum distance that a reader can communi-
cate with a tag is determined by the type of tag. Active
tags can boost reply signals with on-board power and
reply to readers at a greater range than passive tags.
Active tags may carry an on-board clock and perform
calculations or take sensor readings in the absence of a
reader. Passive tags may only operate in the presence
of a reader and are inactive otherwise.

Readers may use tag contents as a look-up key into
a back-end database. The back-end database may
associate product information, tracking logs, or key
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management data with particular tags. Independent
databases may be built by anyone with access to tag
contents, allowing unrelated users along the supply
chain to develop their own applications.

To illustrate the interaction of RFID system com-
ponents, consider an example application of an RFID-
enabled warehouse. Each item in the warehouse
would be labeled with an RFID tag containing iden-
tifying information such as the manufacturer, product
type and a unique serial number. These contents may
be referred to collectively as the tag ID and in practice
could be represented by 96 bits.

Shelves, forklifts and doorways in the warehouse
would each be equipped with an RFID tag reader.
Shelves would “know” which items they contained
and when items were removed. Similarly, forklifts
would know which items they were carrying and doors
would know which items passed through.

Each of these transactions would be recorded by
the tag readers in a back-end database, creating an ac-
count of the entire history and whereabouts of a par-
ticular item. External information, such as shipping
or purchasing data may be associated with a particular
item’s record in the back-end database.

Many applications for this type of data are appar-
ent. For example, a RFID-enabled warehouse could
take an instant inventory of its contents. Items could
be located instantly, yet could be stored or moved at
any time. Finally, preventing “shrinkage” (an industry
euphemism for theft) and identifying its culprits could
be aided by this RFID-enabled warehouse.

3 Design Assumptions

The narrow cost requirements of low-cost RFID
systems make low-cost tags extremely resource scarce
environments. A practical 2-3 year estimate of the se-

curity resources available to a US$0.05 design, such
as those proposed by the MIT Auto-ID Center [3, 20],
may be limited to hundreds of bits of storage, roughly
5,000-10,000 gates and a max communication range
of a few meters. Such low-cost tags will almost cer-
tainly be passively powered, due to costs associated
with active power sources.

A US$0.05 tag in 2003 may have approximately
250-1000 gates available for security features. Fur-
thermore, security protocols and computations must
allow for read rates of hundreds per second. Depend-
ing on the particular tag implementation, power con-
sumption may be another limiting factor.

These limits are far below the requirements for a
public-key cryptographic system, even a resource effi-
cient scheme such as NTRU [10, 16]. Most symmet-
ric encryption algorithms are also beyond available tag
resources. For example, commercial AES implemen-
tations typically have on the order of 20,000-30,000
gates [6], which is more than is available for the entire
low-cost tag design. Even the hardware implementa-
tions of standard cryptographic hash functions such as
SHA-1 are currently too costly [6].

We assume tags have insecure memories whose en-
tire contents may be extracted by physical attacks as
described in [25]. These attacks may include laser or
water etching, X-ray or ion probing, TEMPEST at-
tacks, clock glitching, circuit disruption or many other
varied attacks. Luckily, these attacks require physical
tag access and are likely to be detected when carried
out in public. Privacy is rather a moot point if some-
one can surreptitiously obtain a tagged item, conduct
a physical attack, then return the item without detec-
tion. The important implication is that RFID tags can-
not be trusted to securely store long-term secrets, such
as shared keys, when left in isolation.

The reader-to-tag, or forward channel, may be mon-
itored from a great distance. Depending on the im-
plementation, the relatively weaker tag-to-reader, or
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backward channel, may also be monitored from a con-
siderable distance. This largely depends on the com-
munication frequency between tags and readers. At
900 MHz, eavesdroppers could theoretically monitor
the forward channel from 1 kilometer and the back-
ward channel from up to 100 meters. Fortunately,
in practice attaining these ranges would be difficult.
The 13.56 MHz and 2.45 GHz operating frequencies
also have asymmetric eavesdropping ranges, but from
shorter distances. It should be noted that these ranges
are for non-interactive eavesdropping only and that
any active communication with tags must occur within
a short distance, perhaps 2 meters.

Tags may be equipped with a physical contact chan-
nel for critical functions or “imprinting” tags with se-
cret keys [22]. Additionally, we may assume the tag
packaging contains a barcode, human-readable digits
or other information to corroborate tag data, as in the
design presented in [12]. To further authenticate tags,
readers may measure physical properties such as tag
signal power levels or response times, as used in [17].
This may act as a countermeasure against spoofing at-
tempts.

It is assumed that a secure connection exists be-
tween tag readers and the back-end database. Tag
readers may also perform cryptographic calculations
or interface with key management systems on behalf
of tags. Tags may be assumed to have a mechanism to
reveal their presence, called a ping. Anyone may ping
a tag, which will respond with some non-identifying
signal. Finally, tags will be equipped with a kill com-
mand rendering them permanently inoperable. The
kill command may be designed to be a slow operation
which physically disables the tag, perhaps by discon-
necting the antenna or shorting a fuse.

4 Security and Privacy

4.1 Risks

Privacy is a major issue in a ubiquitous RFID
system. Consumer products labeled with insecure
tags may reveal sensitive information when queried
by nearby snoops. Most consumers prefer to keep
their brand of RFID-tagged underwear or prescription
medicine private from nosy passersby. Retail busi-
nesses also may be threatened by unauthorized read-
ers. For example, a corporate spy could periodically
take inventory of a store’s shelves to infer sales data.

A related threat is that of tracking, or violations of
“location privacy”. Concerns over location privacy
were recently raised when a major tire manufacturer
announced plans to embed RFID tags in their prod-
ucts [19]. Although the tag contents may be secured,
predictable tag responses could allow tags to be as-
sociated with their holders’ identity. Even if tags do
not leak unique identifying information individually,
a set of tags may be tracked as a “constellation”; a
distinct taste in brands could betray someone’s iden-
tity. Individuals carrying tags may be tracked as they
pass by fixed tag readers. Corporate spies might be
able to derive valuable logistics information from in-
secure RFID tagged packages, even without knowing
the actual contents of the package themselves.

Denial of service is another threat. Attackers could
attempt to jam RF signal channels, or to disable tags
by some other means. This is especially relevant to
the retail market, where there is an interest in RFID-
enabled automatic checkout. Theft may result if tags
are able to be “cloaked” from store readers. Of course,
preventing low-tech attacks, such as dropping an item
into a metal lined bag, would require traditional coun-
termeasures such as security guards or cameras.
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Thieves should not be able to effectively spoof tags,
either. A thief could create their own tag to spoof a
valid item. By replacing actual items with these de-
coy tags, a thief might fool a shelf that the valid items
were still in stock. Alternatively, a thief could attempt
to rewrite valid RFID tag contents so that they repre-
sented lower value items at checkout.

It should be noted that these risks are most impor-
tant on a widespread scale. Existing bar code systems
are publicly readable, can be spoofed or disabled, and
therefore exhibit the same risks. However, these at-
tacks do not have the potential to be carried out wire-
lessly, on a massive scale. The challenges of address-
ing these issues is to prevent wide-scale or automated
attacks made feasible by RFID’s efficient wireless in-
terface, without exceeding narrow cost barriers.

4.2 Challenges

The primary challenge in providing privacy and ac-
cess control mechanisms in low-cost RFID is scarcity
of resources. As mentioned, tags will only have a frac-
tion of the gate count available in smart cards. Secu-
rity mechanisms of passively powered tags will need
to be carefully designed so as not to leave tags in an
insecure state in the event of power loss or interrup-
tion.

Additionally, security protocols must account for
the asymmetric signal strength between the forward
and backward channels. For example, anti-collision
algorithms carried out by tag readers addressing mul-
tiple tags may leak data over the “loud” forward chan-
nel, a threat described in [26].

Low-cost tag security mechanisms typically are not
expected to be resilient to lengthy, determined at-
tacks. Recall that attacks would need to originate from
within the short (e.g., 2-meter) operating range of a
tag, making it easier to detect in a retail setting. Anec-
dotally, low-cost tags used by retailers might be re-

quired to be resistant to protocol attacks (i.e., not rely-
ing on physical or electromagnetic properties) for ap-
proximately 10 minutes. Making a liberal assumption
that tags can support 1000 commands per second, this
represents 600,000 brute force attempts.

Under these constraints, a simple access control
“lock” mechanism based on hash functions has been
proposed in [21] and [26]. A challenge to the research
community is to provide hardware-efficient crypto-
graphic hash functions within low-cost RFID tag re-
source constraints. Low-cost symmetric encryption
schemes are another desirable primitive. The aptly
named “Tiny Encryption Algorithm” [27, 28], which
has a small implementation size relative to DES or
AES, may be a step in the right direction.

To address location privacy, tags cannot respond to
queries in a predictable manner. This motivates in-
clusion of an on-board random number generator to
randomize tag responses, as in the extension of the
hash-lock design from [26]. The further development
of practical low-cost pseudo-random number genera-
tors, or sources of physical randomness [8] would ben-
efit RFID designs, as well as many other applications.
Hardware-efficient perfect one-way hash functions [5]
would be another useful primitive to counter tag track-
ing.

Regardless of the underlying mechanisms provid-
ing privacy and access control, management of tag
keys is an important issue. Initialization, storage and
transfer of keys should be economical. Since tags may
pass through the hands of manufacturers, retailers and
consumers, there should exist an efficient means to
transfer tag ownership. In some settings, physical pos-
session of a tag may confer tag ownership, perhaps
through a contact channel or some optical information
on a tag. In other scenarios, such as a rental setting,
some external key data must represent tag ownership.
Providing flexible access control and key management
tools at a reasonable cost is a challenge to the design
of tags, readers and back-end databases.

7

RSA Laboratories Cryptobytes
Volume 6, No.1 — Spring 2003



Flexibility and openness of design are of utmost im-
portance to a successful RFID system. Future tag de-
velopments will allow greater storage, faster perfor-
mance and new functionality to be incorporated into
low-cost tag designs. Current security mechanisms for
RFID systems should not impede utilization of future
technologies, nor should they adversely affect the user
experience. Retailers will not adopt RFID systems if
they necessarily hinder the consumer check-out pro-
cess. No one expects customers to undergo compli-
cated security procedures every time they purchase a
quart of milk.

On the other hand, RFID tags should be as open a
platform as possible, supporting both existing appli-
cations and applications yet to be conceived. Security
features should not interfere with the development of
new applications by third parties. Many useful con-
sumer applications could emerge from grass-roots de-
velopment and should not be impaired by proprietary
or closed security mechanisms.

5 Conclusion

The success of a consumer RFID system may de-
pend on developing appropriate tools for providing se-
curity and privacy. Hardware efficient hash functions,
symmetric encryption and random number generators
all play a crucial role in developing the RFID secu-
rity mechanisms necessary to dissuade large-scale at-
tacks. New protocols resilient to eavesdropping, fault
induction, or power analysis while maintaining perfor-
mance and costs will be a valuable area of research.
Integrating RFID systems with a key management in-
frastructure is another issue requiring further develop-
ment.

In many ways, a universal low-cost RFID system is
a precursor to ubiquitous computing. Improving tech-
nology and allowing integration of more features will
blur the line between RFID tags, smart cards and gen-

eral purpose computers. Security lessons learned from
RFID systems will benefit the development of secure
ubiquitous computing systems of the future.
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Abstract

Identity-based encryption is a form of public key en-
cryption for which the public key can be an arbitrary
string, and in particular, a string that identifies the user
who holds the associated private key, like his email ad-
dress. The original motivation for identity-based cryp-
tography was to simplify certificate management, but
it has many other applications. In this paper, we sur-
vey recent proposals for usable identity-based encryp-
tion schemes.

1 Introduction

The concept of Identity-Based Encryption (IBE) was
first formulated by Shamir in 1984 [28]. In such a
scheme, the public key can be an arbitrary string. For
example, if Alice wants to send a message to Bob at
bob@yahoo.com, then she simply encrypts the mes-
sage using the string “bob@yahoo.com” as the pub-
lic key. The original motivation for this idea was
to eliminate the need for directories and certificates
by using the identity of the receiver as the public
key, but it can also be used to implement ephemeral
(short lived) public keys, manage user credentials, or
for the delegation of decryption keys. Recently, it
has also been used to build forward-secure encryp-
tion schemes. Efficient solutions for the related no-
tion of identity-based signatures were quickly found

�Partially supported by NSF ITR CCR-0205733 and the
Packard Foundation.

([13, 12]), but identity-based encryption proved to
be much more challenging. Most schemes proposed
since 1984 ([9, 31, 30, 24, 20]) were unsatisfactory
because they were too computationally intensive, they
required tamper resistant hardware, or they were not
secure if users colluded.1 In this paper, we survey re-
cent proposals of identity-based encryption schemes
which do not suffer from any of these drawbacks
[7, 2], and some variants of [2] which provide addi-
tional functionality [22, 17].

Informally, an identity-based encryption scheme
consists of four algorithms: (1) Setup generates the
system parameters and a master-key, (2) Extract uses
the master-key to generate the private key correspond-
ing to an arbitrary string ID � ��� ���, (3) Encrypt
encodes a plaintext using a public key ID and (4)
Decrypt decodes ciphertexts using the correspond-
ing private key. The algorithm Setup is run by a
trusted authority which we call the private key gen-
erator (PKG). The PKG also runs the algorithm Ex-
tract at the request of a user who wishes to obtain
the private key corresponding some string (see Fig-
ure 1). Note that the user likely needs to prove to the
PKG that he is the legitimate “owner” of this string
(for example, to obtain the private key correspond-
ing to “bob@yahoo.com”, the user must prove that
bob@yahoo.com is truly his email address). The al-
gorithms Encrypt and Decrypt are run by the users
to encrypt and decrypt messages.

1We are talking here about schemes which do not require an
online authority for decryption. Mediated identity-based encryp-
tion schemes are relatively easy to build, [1] is a good example.
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PKG
ID�� � ID� � ID�

user 1 user 2 user 3

�

PKG
�ID� � � �ID� � �ID�

user 1 user 2 user 3

Figure 1: Private key request in an IBE scheme.

The rest of this paper is structured as follows. In
Section 1.1, we discuss some applications of identity-
based encryption schemes. In Section 2, we present a
simple identity-based encryption scheme to introduce
the concept. We formally define the notion of identity-
based encryption and give the security model in Sec-
tion 3. In Section 4, we survey the identity-based en-
cryption schemes whose security can be proven in the
model of Section 3.

1.1 Applications of Identity-Based
Encryption

We already mentioned that the original motivation for
identity-based encryption was to simplify certificate
management. We now present other applications.

Revocation of public keys. Public key certificates
contain a preset expiration date. In an identity-
based encryption scheme, we can make the keys ex-
pire by encrypting the messages using the public key
“receiver-address � current-date” where current-date
can be the day, week, month or year depending on the
frequency at which we want the users to renew their
private key. Note that unlike traditional public key in-
frastructure, the senders do not need to obtain new cer-
tificates every time the private keys are renewed, how-
ever, the receiver must query the PKG each time to
obtain the new private key. So identity-based encryp-

tion is a very efficient way of implementing ephemeral
public keys. This is also useful if, for example, the pri-
vate key is kept on a laptop: if the laptop is stolen, only
the private key corresponding to that period of time
is compromised, the master-key is unharmed. This
approach can also be used to send messages into the
future since the receiver will not be able to decrypt
the message until he gets the private key for the date
specified by the sender from the PKG (see [27, 10] for
methods of sending messages into the future using a
stronger security model).

Managing user credentials. By encrypting the mes-
sages using the address “receiver-address � current-
date � clearance-level”, the receiver will be able to
decrypt the message only if he has the required clear-
ance. This way, the private key generator can be used
to grant user credentials. To revoke a credential, the
PKG simply stops providing the private key in the next
time period.

Delegations of decryption keys. Suppose a manager
has several assistants each responsible for a different
task. Then the manager can act as the private key gen-
erator and give his assistants the private keys corre-
sponding to their responsibilities (so the public key
would be ‘Duty’). So each assistant can decrypt the
messages whose subject fall within its responsibilities,
but cannot decrypt messages intended for other assis-
tants. The manager can decrypt all the messages using
his master-key.

Forward-secure encryption. Some of the schemes
presented in this paper can also be used as build-
ing blocks to construct forward-secure encryption
schemes ([4]) and key-insulated cryptosystems ([11]).
In a forward-secure encryption scheme, the receiver’s
private key evolves at each time period so that if the
private key of a time period is compromised, all the
messages encrypted in previous time periods secure2.
In a key-insulated encryption scheme, the secret key is

2However, all the private keys for time periods after the expo-
sure are also compromised.
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divided into two parts, both evolving at every time in-
terval, which must be combined to obtain the private
decryption key. Future secret keys are compromised
only if both parts are exposed in the same time pe-
riod3.

2 A Simple Identity-Based
Encryption Scheme

We now introduce an identity-based encryption
scheme based on quadratic residues proposed by
Cocks [7]. This scheme is not as efficient and possi-
bly not as secure as the schemes we present in Section
4, but it is easier to understand and not as involved
mathematically. We present it here to introduce the
concepts of identity-based encryption.

In the setup phase, the PKG generates two random
primes � and �, each congruent to � ��� � such that
� � �� is hard to factor. The PKG also picks a cryp-
tographic hash function � � ��� ��� � �, where �
is the set of integers in��

� whose Jacobi symbol is 1.
� and � are then published by the PKG, � and � are
kept secret. Note that under these conditions, for any
� � �, either � or �� is a square modulo� . 4

To extract the private key corresponding to a string
ID � ��� ��, the PKG computes

�ID � �	ID

���������

� ��� �

and sends �ID to the requesting user. One can eas-
ily show that the resulting � ID satisfies either ��ID �
�	ID
 ��� � or ��ID � ��	ID
 ��� � depending
on which of�	ID
 or ��	ID
 is a square ���� .

The encryption function encodes the bits of the
message one at a time. Given a single bit � encoded as

3See [11] for more details about the security of these schemes.
4This is because�� is a quadratic non-residue both in�� and

��.

1 or -1 and the identifying string ID of the receiver, the
sender generates random values ��� �� � ��

�, �� �� ��,
with Jacobi symbol

�
��
�

�
� � and computes 	� � ���

�	ID

�� ��� � and 	� � �� � �	ID

�� ��� � .
The ciphertext is � � �	�� 	�	.

The receiver recovers the bit � from a ciphertext
�	�� 	�	 using his private decryption key � ID as fol-
lows. First, he picks 	 � 	� if ��ID � �	ID
, other-
wise, he picks 	 � 	�. Then, he computes

� �

�
	 � ��ID

�

�
�

This � is the original bit since 	��� ID 
 �	���ID
�

�

	��� �
 where � is the �� value corresponding to 	,
so�

	 � ��ID

�

�
�
� �
�

��� � �ID
�

�

��
�
� �
�

�
� �

unless � � �ID
� ���
�
� which is extremely unlikely5.

The security of this scheme is based on the
Quadratic Residuosity Problem i.e. on the difficulty
of determining if whether or not a number � � � is
a square modulo � if the factorization of � is un-
known. Unfortunately, [7] does not provide a proof of
security in a security model as strong as the one we
give in Section 3. Also, it is very easy to delete, add
or modify bits in the encrypted message, so additional
integrity protection must be employed to confirm the
validity of the message.

Another drawback of this scheme is the message
expansion factor of � ���� (this would be 2048 in
practice nowadays). However, the main use of public
key cryptosystems is the exchange of session keys, so,
for a 128 bit session key, the total length of the cipher-
texts would be 32K bytes, an acceptable overhead for
many applications.

5If � � �ID�� �� �
�

�, then either � � ��ID, so the sender has
guessed the receiver’s private key, or ����� � � ID����� is a non-
trivial factor of � , so the receiver can factor � .
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3 Definitions

Identity-Based Encryption. An identity-based en-
cryption scheme consists of four randomized algo-
rithms: Setup, Extract, Encrypt and Decrypt.

Setup: takes as input a security parameter and out-
puts params (system parameters) and master-key. The
system parameters must include the description of the
message space � and the ciphertext space �. The
system parameters will be publicly known while the
master-key is known only to the private key generator
(PKG).

Extract: takes as input the system parameters
params, the master-key and an arbitrary string ID �
��� ��� and outputs the private key � ID corresponding
to the public key ID.

Encrypt: takes as input the system parameters
params, a public key ID and a plaintext � � and
outputs a corresponding ciphertext.

Decrypt: takes as input the system parameters
params, a private key �ID and a ciphertext � � � and
outputs the corresponding plaintext.

These algorithms must satisfy the standard con-
sistency constraints, namely if all the algorithms are
applied correctly, then any message in the plaintext
space encrypted with the algorithm Encrypt should
be correctly decrypted by the algorithm Decrypt.

We note that each user needs to establish a secure
channel with the private key generator when request-
ing his private key in order to keep the private key se-
cret.

Chosen ciphertext security. A public key encryption
scheme is considered secure if an adversary is unable
to obtain any information about a ciphertext even if
he is given the decryption of any other ciphertext of
his choice. The standard definition of security captur-

ing this notion is that of chosen ciphertext security de-
fined by Rackoff and Simon in [26]. However, in our
setting the adversary may also be able to obtain the
private key corresponding to some IDs of this choice
other than the one on which he is being tested. The
system should remain secure against such an attack.
Therefore, the definition of security must be strength-
ened a little to allow the adversary to obtain the private
key corresponding to any IDs except the one on which
he is being tested.

The notion of semantic security against adaptive
chosen ciphertext attack for an identity-based encryp-
tion scheme is defined through the following game:

 The challenger chooses a security parameter �
and runs the Setup algorithm. He returns to the
adversary the public system parameters params
and keeps the master-key to himself.

 The adversary issues queries ��� � � � �� where
each query is one of:
– Extraction query �ID�	. The challenger re-
sponds by running the algorithm Extract to gener-
ate the private key �� corresponding to the public
key ID� and sends it to the adversary.
– Decryption query �ID�� ��	. The challenger re-
sponds by running algorithm Extract to generate
the private key �� corresponding to the public key
ID�, uses the algorithm Decrypt together with this
private key to decode the ciphertext � � and re-
turns the resulting plaintext to the adversary.

 The adversary outputs two equal length plain-
texts��� � � and a public key ID on which
he wishes to be tested. ID must not have appeared
in any previous extraction query. The challenger
picks a random bit � � ��� �� and sends � �
Encrypt	params� ID��
 as the challenge to the
adversary.

 The adversary issues queries ����� � � � � �� as be-
fore, except that he cannot issue the extraction
query �ID	 or the decryption query �ID� �	.

13

RSA Laboratories Cryptobytes
Volume 6, No.1 — Spring 2003



 The adversary outputs a guess � � � ��� ��. The
adversary wins the game if �� � �.

The advantage of an attacker � against the scheme
is defined to be ����	�
 � ����� � ���� �
��,
where the probability is over the random choices
made by the challenger and the adversary. We say
that an identity-based encryption scheme is seman-
tically secure against adaptive chosen ciphertext at-
tack if no polynomially bounded adversary (in �) has
non-negligible advantage (in �) in the game described
above.

4 Secure Identity-Based Encryption
Schemes

The cryptosystems described in this section make use
of a bilinear map �� � � � � � � � �� , where �� and
�� are cyclic groups of order � for some large prime
�.6 The map must satisfy the following properties:

1. Bilinear: For all ������ � � � � ,
��	� ����� �
 � ��	���
��	�� �
��	���
��	�� �
.7

2. Non-Degenerate: For a given point � � � � ,
��	���
 � ��� for all � � � � if and only if � �
���

8. From that and bilinearity, we can find that if �
is a generator of � � , then ��	�� � 
 is a generator of � � .

3. Computable: There is an efficient algorithm to
compute ��	���
 for any ��� � � � .

The security of the schemes in this section is based
on the Bilinear Diffie-Hellman Problem (BDHP). The
BDHP in �� � ��� � ��	, where � � and �� are cyclic

6For consistency with previously published literature, we de-
note �� additively and � � multiplicatively.

7In particular, ������ �	� � �����	��� for all ��	 � �� and
�� � ���

8This is the identity element in �� . We denote the identity
element in �� by ���

groups of order � and �� � � � � �� � �� is a bilinear
map, can be stated as follows: Given a generator �
of � � and three elements ��� ��� �� � � � for �� �� �
random in��, compute ��	�� � 
�	�.

The Weil and Tate pairings on elliptic curves are the
only known ways to build secure bilinear maps ([21]).
We refer the reader to [15] section 6 or [21] for more
details on these constructions.

4.1 The Boneh-Franklin Scheme

The first efficient and secure identity-based encryption
scheme was given by Boneh and Franklin in [2]. To
encrypt a message, the sender uses the bilinear map to
combine the identity of the receiver, the PKG’s public
key and a random short term private key into a session
key used to mask the message. The receiver can recre-
ate the same session key by using the bilinear map to
combine his private key and the short term public key
sent with the ciphertext. Here is the description of the
scheme in full details:

Setup: Given a security parameter �,
(1) generate cyclic groups � � ��� of prime order � to-
gether with a bilinear map �� � � � � �� � � � corre-
sponding to this security parameter (say � could be a
�-bit prime). Pick a random generator � � � � .
(2) pick a random 	 ���

� and compute ��
	 � 	� .
(3) pick cryptographic hash functions
�� � ��� ��

�� �
�
� , �� � �� � ��� ���,

�� � ��� ���� ��� ��� ���
�,

�� � ��� ��
� � ��� ��� for some integer � � �.

The plaintext space is � � ��� ��� and the cipher-
text space is � � �

�
� � ��� ��� � ��� ���. The

public system parameters are params � �� � ��� � ���
�� �� �� ��
	� ��� ��� ��� ��	. The master-key is 	.

Extract: Given a string ID � ��� ���, the master-
key 	 and system parameters params, compute�ID �
��	ID
 � � �

� and �ID � 	�ID, and return �ID.
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Encrypt: Given a plaintext � �, a public key ID
and public parameters params,
(1) compute �ID � ��	ID
,
(2) pick a random � � ��� ��� and compute � �
��	��
,
(3) compute � � ��	��
	� �ID
,
(4) set the ciphertext to � � ���� � � ��	��
� �
��	�
	.

Decrypt: Given a ciphertext ��� ��� 	 � �, a private
key �ID and system parameters params,
(1) compute �� � ��	�� �ID
,
(2) compute � � � ���	��
,
(3) compute � � ���	�
,
(4) compute � � ��	��
. If � �� �� , reject the
ciphertext, else return .

Note that  is encrypted as � �  � ��	�
.
This can be replaced by� �  ����	
 where  is
a semantically secure symmetric encryption scheme 9.

Consistency of this scheme easily follows from the
bilinearity of ��. This scheme is semantically secure
against adaptive chosen ciphertext attack in the ran-
dom oracle model10 if the BDHP is intractable in
��� ��� � ��	. See [2] for a full proof of security and
exact security analysis.

In this scheme, as in all other identity-based encryp-
tion schemes, the security of the PKG’s master-key is
capital because the security of all other private keys
depend on it. One way to increase its security is to dis-
tribute the master-key among various sites using tech-
niques of threshold cryptography [16]. The master-
key is distributed in an �-out-of-� fashion by giving
each PKG one share 	� if a Shamir secret sharing of
	 ��� �. Given � PKG responses ����

���� � 	��ID, a

user could then construct � ID �
�
!��

���
���� where the

!�’s are the appropriate Lagrange coefficients.

9See [2] and [14] for more details.
10This means that in the security proof, the hash functions are

modeled by random functions which are accessible to both the
challenger and the adversary.

4.2 Authenticated ID-Based Encryption

Lynn [22] found that the Boneh-Franklin scheme
could be modified to provide message authentication
at no additional computational cost, i.e. upon recep-
tion, the receiver can verify the identity of the sender
and whether or not the message has been tampered
with. This eliminates the need for digital signatures
when authentication is required. The level of security
achieved is the same as that in a private conversation,
i.e. secure authenticated communication without the
ability to prove to a third party that any information
was ever exchanged. To provide origin authentication,
the bilinear map is now used to combine the identity
of both the sender and the receiver. The session key is
hashed with a random value to obtain a different mask
each time the encryption function is executed.

Setup: Same steps as in the Boneh-Franklin scheme
except that the hash function�� now must be defined
as follows: �� ���� �� � ��� ��� for some � � �.
The plaintext space is � � ��� ���, the ci-
phertext space is � � �� � ��� ��� � ��� ���.
The public system parameters are params �
��� ��� � ��� �� �� ����� ��� ��� ��	. The master-key
is 	.

Extract: Same as for the Boneh-Franklin scheme.

Encrypt: Given a plaintext  � �, a private key
�ID�

, a public key ID� and system parameters params,
(1) pick a random � � ��� ���,
(2) compute � � ��	��
,
(3) compute � � ��	�ID�

� ��	ID�

,
(4) set the ciphertext to � � ��� � � ��	�� �
� �
��	�
	.

Decrypt: Given a ciphertext ��� ��� 	 � �, a public
key ID�, a private key �ID�

and system parameters
params,
(1) compute � � ��	��	ID�
� �ID�
,
(2) compute � � � ���	�� �
,
(3) compute � � ���	�
,
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(4) compute � � ��	��
. If � �� �, reject the
ciphertext, else return .

Again, � �  � ��	�
 can be replaced by
� �  ����	
 where  is a semantically secure
symmetric cryptosystem.

Consistency of this scheme easily follows from the
bilinearity of ��. Lynn shows that the scheme is se-
cure against adaptive chosen ciphertext attack in the
random oracle model provided that the BDHP is in-
tractable in �� � ��� � ��	.11 Under the same assump-
tions, he shows that an adversary has only negligible
probability of forging a valid ciphertext from a sender
ID� to a receiver ID� , even if he is given access to ex-
traction, encryption and decryption oracles, provided
he has not queried the private keys corresponding to
ID� or ID�. Therefore the ciphertext is its own au-
thentication code, i.e. if a ciphertext is valid, then it
is authentic. See [22] for full proofs of security and
exact security analysis.

We mention that in [23], Malone-Lee gives an
identity-based signcryption scheme based on the
BDHP, i.e. a scheme in which the ciphertexts are au-
thenticated and non-repudiable12. However, he does
not give any formal proof of security.

4.3 Hierarchical ID-Based Encryption

One disadvantage of the two previous schemes is that,
in a large network, the private key generator would
have a quite burdensome job. One solution to this
problem is to allow a hierarchy of PKGs in which the
PKGs have to compute private keys only to the en-
tities immediately below them in the hierarchy (see

11The security model from Section 3 must be slightly modified
to account for the fact that the encryption function now requires a
private key, but the idea is the same.

12In the scheme by Lynn, the ciphertexts are repudiable since
there is no difference between a ciphertext encrypted by 
 and
sent to � and a ciphertext encrypted by � and sent to 
.

Figure 2). In such a system, the users are no longer
represented by a string ID, but by a tuple of IDs con-
taining the ID of each of their ‘ancestors’ in the hi-
erarchy. For example, �ID�� � � � � ID�	 would be the
parent of �ID�� � � � � ID���	. We present a scheme by
Gentry and Silverberg [17], which extends the Boneh-
Franklin scheme to obtain a fully scalable hierarchi-
cal ID-based encryption scheme (the two schemes are
identical if there is only one level). We note that in this
scheme, the ID tuple of any entity in the hierarchy, ex-
cept the root, can be used as a public key. To simplify
the notation, we write ID��� to denote �ID�� � � � � ID�	

root PKG
mk�ID��

� � mk�ID�
�
�

�ID�� �ID�

��
mk�ID��ID��

� � mk�ID��ID�
�
�

�ID�� ID�� �ID�� ID�

��
mk�ID��ID��ID��

� � mk�ID��ID��ID�
�
�

�ID�� ID�� ID�� �ID�� ID�� ID�

��

Figure 2: Hierarchy of PKG’s

Root Setup: Given a security parameter �
(1) generate cyclic groups � � ��� of prime order � to-
gether with a bilinear map �� � � � � �� � �� cor-
responding to this security parameter (say � is a �-bit
prime). Pick a random generator �� � � � .
(2) pick a random 	� ���

� and compute �� � 	���.
(3) pick cryptographic hash functions
�� � ��� ���� � �

� , �� � � �
� � ��� ���,

�� � ��� ���� ��� ��� ���
� and

�� � ��� ��
� � ��� ��� for some integer � � �.

The plaintext space is � � ��� ��� and the ci-
phertext space is � � �

�
�
� � ��� ��� � ��� ���.

The public system parameters are params �
��� ��� � ��� �� �� ��� ��� ��� ��� ��� ��	. The root
secret is 	�.

Lower-level Setup: Given the system parameters
params, each entity  ID���

other than the root picks
a random 	ID���

� ��
� and computes �ID���

� 	ID���
��,

which it keeps secret.
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Extract: Given the ID tuple �ID�� � � � � ID�	 of
one of its children, its private key mkID�����

�
��ID�����

� ��� �ID���
� � � � � �ID�����

	, its secret value

	ID�����
13 and system parameters params, PKG

 ID�����
computes the private key as follows:

(1) compute �ID���
� ��	ID���
,

(2) compute �ID���
� �ID�����

� 	ID�����
�ID���

,
(3) return ��ID���

� ��� �ID���
� � � � � �ID�����

	.
The private key corresponding to �ID�� � � � � ID�	 is
��ID���

� ��� �ID���
� � � � � �ID���

	 (the user �ID�� � � � � ID�	
already knows�ID���

).

Encrypt: Given a plaintext  � �, an ID tuple
�ID�� � � � � ID�	 and system parameters params,
(1) compute �ID���

� ��	ID���
 for � � " � #,
(2) compute � � ��	��� �ID���


,
(3) pick a random � � ��� ��� and compute � �
��	��
,
(4) set the ciphertext to � � ����� ��ID���

� � � � �
��ID���

� � ���	��
� ���	�
	.

Decrypt: Given a ciphertext � �
���� ��� � � � � ��� ��� 	 � �, a private key
��ID���

� ��� �ID���
� � � � � �ID���

	 and system param-
eters params,
(1) compute

�� �
��	��� �ID���


��
��� ��	�ID�����

� ��

�

(2) compute � � � ���	�
�
,

(3) compute � � ���	�
,
(4) compute � � ��	��
. If �� �� ���, reject the
ciphertext, else return .

As before, we can replace � �  � ��	�
 by
� �  ����	
 where  is a semantically secure
symmetric cryptosystem.

For this setting, we modify our security model so
that the adversary is not allowed to posses the private

13For definiteness, if � � �, then the private key is mk	 �
�	� 		� where 	 is the identity element in �� , and PKG’s secret
value is �	.

key of any ancestor of the entity on which he is be-
ing challenged. Gentry and Silverberg proved that the
scheme is secure against adaptive chosen ciphertext
attack in the random oracle model provided that the
BDHP is intractable in �� � ��� � ��	.

We mention that Horwitz and Lynn [19] also
proposed a 2-level hierarchical ID-based encryption
scheme, but it has only limited resistance to user col-
lusion.

5 Summary and Open Problems

We surveyed recent proposals for usable identity-
based encryption schemes. The schemes based on bi-
linear maps seem most promising because we have
precise proofs of their security in a strong security
model. However, the security of these schemes is
based on a new hardness assumption which has not
been studied much. It would be interesting to see if
we can relate the Bilinear Diffie-Hellman Problem to
other well studied problems (Cheon and Lee [6] and
Yacobi [32] made first steps in this direction).

As for Cocks’ scheme, a decrease in the expan-
sion factor would also be a major improvement to the
scheme. One could also try to relate the Quadratic
Residuosity Problem to the Factoring Problem.

It is also an open problem to design an identity-
based encryption scheme that is secure in the stan-
dard computational model rather than in the random
oracle model. Boneh and Franklin [2] mention that
one might hope to do this by modifying the Boneh-
Franklin scheme using the techniques of Cramer-
Shoup [8] to obtain a scheme based on the deci-
sion analog of the BDHP. Another interesting problem
would be to build identity-based encryption schemes
based on other complexity assumptions.

We mention that many results have been published
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in other areas of identity-based cryptography, namely,
Paterson [25], Hess [18] and Cha and Cheon [3]
each proposed new identity-based signature schemes,
and Smart [29], Zhang, Liu and Kim [33] and Chen
and Kudla [5] each proposed new identity-based key
agreement protocols.
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Abstract

We describe two recent advances which substan-
tially increase the scope and power of side–channel
cryptanalysis. The first advance is the exploitation
of information leakage from electromagnetic emana-
tions. The second advance, known as template at-
tacks, is a superior data analysis technique which sub-
stantially reduces the number of side–channel sam-
ples needed for an attack. These advances pose a risk
to all cryptographic implementations, including those
immune against earlier side–channel attacks.

1 Introduction

Side–channel cryptanalysis has emerged as an ex-
tremely powerful and practical tool for breaking com-
mercial implementations of cryptography. These at-
tacks exploit the fact that implementations of cryptog-
raphy on physical devices leak much more informa-
tion than just the input–output relationship [12, 13]. A
large number of attacks have been published, exploit-
ing leakages from subtle channels, such as the timing
of operations and the instantaneous power consump-
tion of the device.

In contrast to most cryptanalytic attacks, timing and
power attacks are extremely easy to mount, while their
consequences are equally devastating. Hence, ven-
dors expend substantial effort to protect their prod-
ucts against such attacks. While timing attacks are
widely applicable, simple countermeasures are quite
effective and have been incorporated in most imple-
mentations. On the other hand, power–analysis at-
tacks are notoriously hard to counter: Even though
sound countermeasures are available [9, 4], apply-
ing them is an error-prone task. Fortunately, such
attacks only afflict smart cards and other simple de-
vices where the unfiltered power line is readily ac-
cessible. As a consequence, while third–party valida-
tion of power–analysis countermeasures has become
the norm for smart card development, vendors of de-
vices with inaccessible power lines have been spared.
Some vendors have also attempted to side–step these
attacks by throwing in ad–hoc countermeasures at a
protocol level. For example, implementations vulner-
able to statistical attacks on multiple invocations are
protected by protocol–tweaks which limit the number
of invocations available to the attacker.

In this article, we describe two recent advances
which substantially increase the scope and power of
side–channel attacks. These advances pose a signif-
icant risk to all existing cryptographic implementa-
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tions, including those deemed secure against power–
analysis attacks. Implementations relying on inacces-
sible power lines or ad–hoc, protocol–level counter-
measures are especially vulnerable to these advances.

The first advance is the practical exploitation of
information leaked from electromagnetic (EM) em-
anations [1]. For a long time it was rumored that
EM–based attacks were an extremely powerful tool
for espionage. It is known that defense organizations
go to great lengths to contain EM emanations from
their equipment and facilities. Not surprisingly, large
amounts of information about EM–analysis continues
to be classified [18, 10]. Our work in [1] shows that
these rumors and precautions were fully justified: Not
only does EM–analysis provide an avenue for attack-
ing cryptographic devices from a distance where the
power line is inaccessible, it also provides information
not available in the power side–channel.

The second advance, termed template attacks in [5],
is a technique for attacking cryptographic implemen-
tations where an attacker is limited to very few in-
vocations, and where traditional side channel attacks
do not work. Such situations arise frequently in the
case of stream ciphers and in cases where protocol–
level countermeasures to side–channel analysis have
been deployed. The technique is motivated by re-
sults from signal detection and estimation theory. It
uses a test device, identical to the target device being
attacked, to build detailed noise models of the side–
channel for different device states. These models (or
templates) are used to classify the available signal(s)
from the target device. The sophistication and accu-
racy of these models determines how close the tech-
nique approaches optimality in terms of utilizing all
the information present within the available signals.

While our advances substantially improve the state
of the art in side–channel attacks, defending against
them need not be more onerous than defending against
power–analysis attacks. Sound randomization–based
countermeasures against power–analysis [4, 9] are

applicable to all types of limited information leak-
age. Randomized implementations are usually im-
mune against template attacks, since the adversary
cannot force his test device to mimic the random
choices made by the target device. To defend against
EM attacks, hardware vendors must profile all EM
leakages from their raw hardware and take steps to
reduce egregious ones. Implementors of cryptogra-
phy on such hardware should take into account the net
leakage from the power and EM channels to select the
appropriate countermeasures. We hope that, in light of
these advances, implementors will treat side–channel
attacks seriously and address them using sound coun-
termeasures rather than ad–hoc ones.

2 EM Emanation Analysis

2.1 Understanding EM Emanations

There are two broad categories of EM emanations:

1. Direct Emanations: These result from intentional
current flows within circuits. Many of these consist of
short bursts of current with sharp rising edges, result-
ing in emanations over a wide frequency band. Often,
components at higher frequencies are more useful to
the attacker due to noise and interference prevalent in
the lower bands. In complex circuits, isolating direct
emanations can be very difficult due to interference
from other signals. Minimizing interference requires
the use of tiny field probes positioned very close to
the signal source and/or special filters to extract the
desired signal.

2. Unintentional Emanations: Increased miniatur-
ization and complexity of modern CMOS devices re-
sults in electrical and electromagnetic coupling be-
tween components in close proximity. Small cou-
plings, typically ignored by circuit designers, provide
a rich source of compromising emanations. These em-
anations manifest themselves as modulations of the
carrier signals generated, present or introduced within
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the device. Typical sources of such carriers include the
harmonic–rich clock signal(s) and signals used for in-
ternal and external communication. Depending on the
type of coupling, the carrier can be either Amplitude
Modulated (AM) or Angle Modulated (e.g., FM) by
the sensitive signal, or the modulation could be more
complex. If the modulated carrier can be captured,
then the sensitive signal can be recovered using an EM
receiver tuned to the carrier frequency and performing
the appropriate demodulation.

Initial published work on EM–analysis [11, 16] fo-
cused exclusively on direct emanations. However, the
resulting attacks were limited in scope. The best at-
tacks were semi-invasive and required careful posi-
tioning of micro-antennas on the passivation layer of
the chip substrate. Such attacks were not known to be
better than power–analysis attacks.

The key to unlocking the power of the EM side–
channel lies in exploiting unintentional emanations
rather than direct emanations. Some modulated car-
riers are much stronger and propagate much further
than direct emanations. This enables attacks to be car-
ried out at a distance without resorting to any invasive
techniques. This situation has an analogue in astron-
omy where planets around distant stars are detected
not via direct observation but via indirect observation.
While the reflected light coming from a planet is quite
feeble and easily overwhelmed by light from the star,
a planet affects the star’s light in measurable ways.
For example, a revolving planet can produce a notice-
able wobble in the star’s position due to gravitational
effects, or produce a detectable dimming of the star’s
light when it comes between the star and the Earth.

2.2 EM Attack Equipment

Just like power–analysis, an EM attack system re-
quires sample collection equipment such as a digital
oscilloscope or a PC-based data sampling card. The
critical piece of equipment for enabling EM attacks
is an EM receiver/demodulator which can be tuned

to various modulated carriers and performs demodu-
lation to extract the sensitive signal. Here, the main
tradeoff is between cost and convenience. Those with
budgets in the tens of thousands of dollars can buy a
new/used high-end receiver such as the Dynamic Sci-
ences R-1550 [7], which covers a wide band and of-
fers the user a large selection of bandwidths and de-
modulation options. Those on low budgets could set-
tle for a used ICOM IC-R7000 receiver which can be
had for under $1000, but provides only limited band-
width, is noisier, and requires software to demodulate
its IF output. Those on low budgets and unwilling to
put up with noise and limited bandwidth can construct
their own receiver for under $1000 by using com-
monly available low–noise electronic components and
demodulation software; the additional inconvenience
with this approach is the need for frequent calibra-
tion. Picking up EM signals also requires the use of
EM near-field probes and antennas appropriate for the
band being considered. However, these items are not
expensive and can even be assembled using low-cost
materials from a hardware store.

2.3 EM Attacks on an RSA–Accelerator

We illustrate the power of the EM side-channel by
means of an example of special interest to the readers
of this newsletter. We analyzed a commercial, PCI–
based SSL/RSA accelerator, R 1, installed in an Intel-
based server. We programmed the server to repeat-
edly decrypt a fixed ciphertext, i.e. invoke R to per-
form modular exponentiation with the given cipher-
text, modulus and exponent.

In a real–world setting, mounting power and tim-
ing attacks on such a setup is infeasible and/or risky.
The server’s power supply is well filtered and con-
taminated by large currents from a number of com-
ponents. For power–analysis, the attacker will have to
physically open the server to access R, and make addi-

1We are using a pseudonym to protect vendor identity. R is
rated to perform 200, 1024-bit CRT based RSA private key ops/s.
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tional hardware modifications to tap the power/ground
lines feeding the RSA engine. Theoretically, R suffers
from a timing attack, due to conditional subtraction
in the Montgomery reduction step [15, 6]. With per-
fect timing information, this attack can extract reason-
ably sized keys (1024-bits or more) with a few million
timing samples. However, in practice, the timing ob-
tained by interacting with the server will be very in-
accurate due to random delays introduced by network
latency, server load, server OS, server-to-R commu-
nication, etc. Compensating for this inaccuracy will
require a several–fold increase in the number of tim-
ing samples, thus rendering this attack infeasible.

The situation changes dramatically when EM em-
anations are considered. Even though R is inside a
closed server, a large number of carriers are available
on the outside. This holds not just for R but for all
RSA accelerators that we have tested, including some
designed to meet the tamper resistance standard of
FIPS. One typically finds many high energy carriers
at multiples of the accelerator’s clock frequency and
several intermediate strength intermodulated carriers
at other frequencies. These intermodulated carriers
arise due to non-linear interactions among the various
carriers present within the accelerator’s operating en-
vironment. The presence of so many signals permits
a variety of attacks to be mounted at various distances
from the device.

Even at distances of fifty feet and through walls
and glass, one can capture some high energy ema-
nations from R. These are mostly modulated carri-
ers at the odd–harmonics of R’s internal clock. AM–
demodulating these carriers yields signals where the
start and end of the modular exponentiation is clearly
delimited. These signals greatly enhance the tim-
ing attack on R, to the point where it may even be-
come practical. An EM detector stationed inconspic-
uously in another room, 40-50 feet away, could pre-
cisely measure RSA operation timing, regardless of
network/server/communication latency. Such an EM-
enhanced timing attack still has a few disadvantages:
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Figure 1: EM Signal from SSL Accelerator R.

Firstly, a large number of invocations are needed,
and secondly, the attack does not work if the soft-
ware controlling R implements the RSA data–blinding
countermeasure[12].

If, on the other hand, the adversary can get a small
EM capturing/retransmitting device within 4-5 feet
from R, he will have a wide range of EM attacks at
his disposal, including attacks which use a single in-
vocation and attacks which bypass the data blinding
defense. At the very least, he can launch EM versions
of the numerous published power–analysis attacks that
exploit specific leakages that occur in RSA hardware
found in smart cards. Unless R has been specifically
designed to resist all known power–analysis attacks,
there is no hope that it can survive EM attacks at this
distance. The reader will better appreciate this situ-
ation by looking at the quality of information about
RSA internals that is available in these EM emana-
tions: It is at least as good, if not better, than what is
available in power–analysis scenarios.

Figure 1 shows the signal obtained by AM demodu-
lating a 461.46Mhz intermodulated carrier with a band
of 150Khz for a period of 2.5ms during which R com-
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Figure 2: Same exponent, different data.

putes two successive and identical 2048-bit modular
exponentiations with a 12-bit exponent. For clarity,
the figure shows an average taken over ten signal sam-
ples. One can clearly see a basic signal shape repeated
twice, with each repetition corresponding to a modu-
lar exponentiation. The first repetition spans the time
interval from 0 to 1.2ms and the second from 1.2ms
to 2.4ms. The signal also shows the internal structure
of the exponentiation operation. From time 0ms to
0.9ms, R receives the exponentiation request and per-
forms some precomputation to initialize itself to ex-
ponentiate using the Montgomery method. The actual
12-bit exponentiation takes place approximately from
time 0.9ms to 1.2ms. A closer inspection of this re-
gion reveals substantial information leakage which is
beneficial to an adversary. Figure 2 plots an expanded
view of this region for two different exponentiation re-
quests which have the same modulus and exponent but
different data. The two signals are plotted in different
colors. From the start, one can see that the two signals
go in and out of alignment due to data dependent tim-
ing of the Montgomery multiplications employed by
this implementation.

In fact, if an adversary knows the modulus and the
data being exponentiated then, according to the work
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Figure 3: Same data, different exponents.

of [20], Montgomery multiplication timings for one
or a few invocations are enough to recover the secret
exponent. An earlier approach that also works is the
MESD (multi-exponent, single data) style attack of
[14]. In MESD, the adversary tries to match the ob-
served signal with a signal generated from an identical
RSA device on identical data by adjusting the bits of a
prefix of a trial exponent. When the prefix of the bits
of the trial exponent match those of the unknown ex-
ponent, the corresponding prefix of the observed sig-
nal matches the generated one. For example Figure
3 plots the region of exponentiation for two different
exponentiation requests having the same modulus and
data but different exponents. The first 5 bits of the
two exponents are the same and, as can be seen, the
two signals are initially aligned and timing differences
only arise at around 1.05ms which is somewhere in the
middle of the 12-bit exponentiation.

Even if the adversary does not know the modulus
and the data being exponentiated (e.g., Chinese Re-
maindering and/or data blinding are used), the RSA
implementation can still be broken using results of
[3, 20, 17]. This is because the statistics of the condi-
tional subtract operation in Montgomery reduction de-
pend on whether a square or a multiply is carried out.
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Figure 4: Leakage of an S-box output bit in 4
side–channels during Region 1 of computation. The
solid line shows power channel leakage and different
broken-line styles show leakages from 3 EM channels.

In fact, such timing statistics from just a few hundred
traces are sufficient to recover the secret exponent.

At intermediate distances of 10-15 feet, the level
of noise increases but there is still enough informa-
tion to enable several attacks. In particular, the attack
based on conditional–subtract statistics [3, 20, 17] still
works on all RSA implementations, albeit with an in-
creased number of, say, a few thousand samples. If
an attacker at this distance is further limited to only
a few samples, he could still mount template attacks
on non-blinded, non-CRT RSA implementations to re-
cover the key.

2.4 Multiplicity of EM channels

As mentioned earlier, several EM signals can be
isolated from any device. This raises several interest-
ing questions: One question is whether such a multi-
plicity is beneficial to an attacker, i.e., do different EM
signals provide different types of information, or is
there just one type of information leakage which hap-
pens to be present with differing magnitudes within
different EM signals? Another important question is
whether the EM side–channels as a whole are any bet-
ter than the power side–channel, i.e., are EM–attacks
still useful when the power side–channel is available?
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Figure 5: S-box bit leakage in power and EM channels
in Region 2.

We answer these questions by applying Differen-
tial Power Analysis (DPA) and Differential Electro-
magnetic Analysis (DEMA) attacks to measure infor-
mation leakage. It is well known that the sensitive
data (for example, a bit of the output of an S-box) has
large co-variance with the side–channel signal at times
when it leaks and zero co-variance when it does not.
This is the underlying basis for attacks such as DPA
and DEMA. Thus, by comparing the co-variance plots
for the same sensitive data using different signals, we
can compare its leakage across these different signals.
We performed one DPA and three DEMA attacks on a
DES implementation on a smart-card, based on pre-
dicting an S-box output bit in the first round. The
DEMA attacks used different EM signals.

We plotted all four co-variance plots together and
aligned them in time. The first thing we noted is that
the most prominent leakages occur at different times
in the different signals. This means that the mech-
anism of leakage is different in these signals. Fig-
ures 4 and 5 show two regions in time where some
of the prominent leakages occur. These plots show
the leakages of the S-box bit (i.e., the value of the
co-variance) for all four signals with respect to time
(in 10ns units). Each different signal is plotted in a
different line–style, with the power leakage being a
solid line and the 3 EM leakages plotted in different
broken–line styles. In Figure 4 we see a region where
there is substantial leakage in two EM channels, mi-
nor leakage in the third and no leakage in the power
channel. This shows that EM channels have leakages
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missed by the power channel. Figure 5 shows a region
where the two EM channels which had large leakages
in the earlier region failed to pick up a leakage that
was picked up very well by the third EM channel as
well as the power channel.

Now that we have strong evidence that different
EM channels carry different information and that
some EM channels leak certain information much bet-
ter than the power channel, the true power of EM–
analysis finally emerges. Not only can an attacker
mount EM attacks in situations where the power chan-
nel is unavailable, sometimes he can use a single EM
channel to mount attacks which are impractical using
the power channel. This has serious implications for
the security of current power–analysis resistant imple-
mentations. We have verified on smart cards that cer-
tain DPA resistant implementations are indeed vulner-
able to single channel EM attacks.

In fact, the situation is much worse. An attacker
could potentially do much better by combining infor-
mation leakages from multiple EM channels and/or
the power channel. Developing countermeasures for
such attacks requires a methodology to assess the net
information leakage from all the EM signals (and the
power signal) realistically available to an adversary.
Dealing with multiple channels and assessing their net
information leakage is quite complex and sometimes
counter–intuitive and is outside the scope of this paper.
The interested reader can find more about our work on
these aspects of the EM side–channel(s) in [2].

3 Template Attacks

Most of the devastating side–channel attacks re-
ported in the literature can be classified as either Sim-
ple Power Analysis (SPA) or Differential Power Anal-
ysis (DPA) [13]. In SPA, the key can be extracted
from a single (or few) sample(s) due to substantial
leakages when executing key–dependent code. For in-
stance, if the implementation contains key–dependent

branching, the side-channel will usually reveal which
branches were executed, hence yielding the key. SPA
is also possible on implementations which use instruc-
tions for which sensitive information is clearly vis-
ible over and above the noise inherent in the side-
channel. For example, if an instruction conditionally
sets a carry bit, there could be enough leakage in the
side–channel to disclose the value of this bit. When
there is no key-dependent branching and low leakage
instructions are used, SPA is not possible and statis-
tical techniques such as DPA are needed. DPA relies
on the statistical analysis of a large number of side–
channel samples of the cryptographic operation, in-
voked with the same secret key and possibly differ-
ing data. Intuitively, with a large number of samples,
the random noise component can be substantially re-
duced by averaging, and the smaller leakage signals
extracted. To date, all side-channel attacks, even those
using EM emanations, are variants of the basic tech-
niques of SPA and DPA.

In [5], we showed that SPA/DPA-based techniques
are sub-optimal since they do not exploit all the infor-
mation available in each side–channel sample. Con-
sequently, some implementations believed to be im-
mune to side–channel attacks simply because the ad-
versary is limited to one or at most a few compromis-
ing samples, can in reality be broken using template
attacks which extract more information from the sam-
ples. Many such implementations are found in appli-
cations where higher-level protocols limit the number
of samples an adversary can collect. Such situations
also arise naturally in the case of many stream ciphers.

Consider an implementation of the stream cipher
RC4. While there are cryptanalytic results highlight-
ing minor statistical weaknesses, there are no major
statistical biases that can be easily exploited by side–
channel attacks. To our knowledge, no successful
side–channel attack on a reasonably designed2 RC4

2IEEE 802.11 uses RC4 in a protocol which reuses significant
portions of the secret key, thus making implementations vulnera-
ble to DPA and indeed to cryptographic attacks
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implementation has been reported. In a well designed
system, the RC4 cipher will always be initialized with
a fresh secret key. Initializing the 256-byte internal
state of RC4 using the secret key is simple enough to
be implemented using low leakage instructions, in a
key–independent manner. Thus, simple attacks such
as SPA are unlikely. After initialization, the only se-
cret is the internal state. However, this state evolves
very rapidly as the cipher outputs more bytes. This
rapidly evolving secret state is outside the control
of the adversary. This provides inherent immunity
against statistical attacks such as DPA, since the ad-
versary cannot freeze the active part of the state to
collect multiple samples.

For RC4, the best that an adversary can hope for
is to obtain a single sample of the side–channel leak-
age during the key initialization phase. As mentioned
above, a good implementation of RC4 will not be vul-
nerable to SPA on such a sample. We verified this fact
by coding an implementation of RC4 on a smart card.
However, the same implementation is easily broken
with a single sample using the template attack tech-
nique. The template attack technique can theoretically
extract all possible information available in each sam-
ple and is hence the strongest form of side–channel
attack possible in an information theoretic sense.

Template attacks require the adversary to possess
a programmable device identical to the device being
attacked. While such an assumption is limiting, it is
practical in many cases and has been used before in
other side–channel attacks [8, 14]. In the following
subsection, we outline the theoretical underpinnings
of the template attack and describe some heuristics for
making the attacks practical.

3.1 Template Attack Technique

Assume we have a device performing one of K pos-
sible operation sequences: For example, these could
be the executions of the same code for K different val-
ues of some key bits. An adversary who gets a sample

S of the side–channel during this operation wishes to
identify which of the K operation sequences is being
executed or to significantly reduce the set of of possi-
bilities. We call this the sample classification problem.

In signal processing, it is customary to model the
observed sample as a combination of an intrinsic sig-
nal component generated by the operation and a noise
component which is intrinsically generated or ambi-
ent. Whereas the signal component is the same for re-
peated invocations of the operation, the noise compo-
nent is best modeled as a random sample drawn from
a noise probability distribution. This distribution de-
pends on several factors such as the type of operation
being performed and the physical operating environ-
ment. It is well known [19] that the optimal approach
for solving the sample classification problem is to use
the maximum likelihood approach, i.e., the best guess
is to pick the operation such that the probability of the
observed noise component in S is maximized. Com-
puting this probability requires the adversary to pre-
cisely model both the intrinsic signal and the noise
probability distribution for each of the K operations.
We refer to such models for intrinsic signals and noise
probability distributions as templates. Once each of
the K templates for the different operations are avail-
able, the sample classification problem can be solved.

Translating this theoretical technique into an attack
presents several practical problems. The first problem
is to obtain templates without complete and detailed
physical specifications of the device to be attacked or
even full access to it. We get around this problem by
using an experimental device, identical to one to be
attacked, to build the templates that are needed. While
no two devices are truly identical, devices which come
from the same hardware revision are similar enough
for this technique to work.

The second problem is that it is difficult to esti-
mate the noise probability distribution, since the noise
is a real valued function of time, and even band-
limited noise needs to be modeled as a T -dimensional
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vector of reals in a certain range.3 Even assuming
smoothness properties, estimating the probability den-
sity function over this huge domain becomes infea-
sible when T is large. Luckily, modeling the noise
of physical systems is a well-studied problem in Sig-
nal Detection and Estimation Theory [19] and we can
use any of the several accurate and computationally
feasible noise models that are available. For exam-
ple, for our RC4 attack, we found that the Multivari-
ate Gaussian Noise model is sufficient, whereas sim-
pler models based on univariate statistics gave poor re-
sults. Most of the effort in estimating the multivariate
Gaussian noise distribution goes towards computing
the pairwise noise correlations for the T points, which
requires around O(T2) work.

The third problem is that, in cryptographic settings,
the key–finding problem does not directly translate
into a sample classification problem since the value
of K, the entire key space, is huge. Clearly, building a
template for each possible cryptographic key is infea-
sible. The solution is to meld the basic sample clas-
sification approach with details of the cryptographic
operation being attacked. The result is a process of
iterative classification of signals from the signal pro-
cessing viewpoint and an extend-and-prune strategy
from the perspective of searching the key space. The
adversary uses the experimental device to identify a
small prefix S0 of the sample S, depending only on
a few unknown key bits K0. Using the experimental
device, he builds templates for S0 with each possible
value for K0. Using these templates, he classifies S0,
i.e., prunes the set of possibilities for the values of K0

being used in S0 to a very small number. Then, in
the next iteration, a longer prefix S1 of S involving
additional key bits K1 is considered. Each remaining
possible value of K0 is then extended by all possible
values of K1, and templates are constructed for these
key values using the longer prefix. Again, the sample
S is used to prune the set of possible values for both

3T is the number of sampling points or, more exactly, the num-
ber of points used for sample classification

K0 and K1. This process is repeated with longer and
longer prefixes of S until all the key bits are covered
and a manageable size set of possibilities for the en-
tire key remains. The actual key can then be identified
from this set by testing with known input/outputs.

The success of this strategy critically depends on
how effectively the pruning process reduces the com-
binatorial explosion in the extension process. In gen-
eral, the extent of information leakage from an im-
plementation on a particular device inherently places
theoretical bounds on the success of the template at-
tack; the best an adversary can do is to approach this
theoretical bound by building extremely accurate tem-
plates. In the particular case of cryptographic algo-
rithms implemented on CMOS devices, the chances
of success are likely to be quite good due to the twin
properties of contamination and diffusion. Contami-
nation refers to key–dependent leakages which can be
observed over multiple cycles in a section of computa-
tion. In CMOS devices, direct manipulation of the key
bits makes them part of the device state and these state
leakages can persist for several cycles. Additionally,
other variables affected by the key, such as key depen-
dent table indices and values, cause further contam-
ination at other cycles. The extent of contamination
determines the level of success in pruning candidates
for fresh key bits introduced in the expansion phase.
However, if two keys are almost the same, even with
contamination, pruning at this stage may not be able
to eliminate one of them. Diffusion is the well-known
cryptographic property wherein small differences in
key bits are increasingly magnified in subsequent por-
tions of the computation. Even when certain candi-
dates for key bits are not eliminated due to contamina-
tion effects, diffusion will ensure that closely spaced
keys will be pruned rapidly at later stages.
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Figure 6: Power sample during first five iterations of
RC4 state initialization loop.

3.2 Template attack on RC4

We describe how template attacks can be used on
our implementation of RC4. RC4 operates on a 256-
byte state table T to generate a pseudo-random stream
of bytes that is then XOR’ed with the plaintext. Table
T is initially fixed, and first, a variable length key (1 to
256 bytes) is used to update T using the pseudo code
below:

i1 = i2 = 0;
for (ctr = 0; ctr < 256; ctr++) {
i2 = (key[i1] + T[ctr] + i2) % 256;
swap_byte(&T[ctr], &T[i2]);
i1 = (i1 + 1) % key_data_len;

}

A portion of the corresponding power side–channel
is shown in Figure 6. The observable structural repeti-
tion is exactly five successive iterations of the loop.
We first verified that simple side-channel analysis
techniques do not work on our implementation. Fig-
ure 7 is based on side channel samples from the RC4

key initialization phase: The upper trace is the differ-
ence between two single power samples when the keys
are the same, the lower trace when they are different.
Contrary to expectation, the first case shows larger dif-
ferences. This ambiguity exists even when one looks
at differences of averages of up to five invocations, as
shown in Figure 8. Clear and consistent differences
emerge only when one considers averages of several
tens of samples. Therefore, it would appear that such
a carefully coded RC4 implementation cannot be at-
tacked using SPA using the single available sample.
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Figure 7: Differences of power samples: upper figure
shows sample difference for same key, lower shows
difference for two different keys.

RC4 is, however, an ideal candidate for template at-
tacks. It is evident from inspecting the code snippet
above that the key byte used in each iteration causes
substantial contamination. The loading of the key
byte, the computation of index i2 and the use of i2
in swapping the bytes of the state table T all contam-
inate the side–channel at different cycles. Averaging
over a large number of samples makes the extent of
this contamination easily visible by highlighting sig-
nificant and widespread differences for two different
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Figure 8: Differences of averages of 5 power samples:
Upper figure is for the same key and the lower is for
two different keys.

values of the key byte. Further, the use of i2 and the
state in subsequent iterations, and the fact that RC4
is a well-designed stream cipher, quickly propagates
small key differences to cause diffusion. Thus, one ex-
pects that templates corresponding to different choices
of key bytes are very different and can be used to effi-
ciently and effectively classify a single sample.

We have obtained very good results in using tem-
plate attacks to break this implementation of RC4 [5].
Inspecting the averaged RC4 side–channel samples
using several different keys, we identified 42 points in
the side–channel sample in each iteration where sig-
nificant differences appeared. These are the places
where the key has good contamination and thus these
points are well suited to classify keys. Our first at-
tempt used statistical models that treated these 42
points independently, i.e, we only looked at means
and standard deviations of the samples at each of the
points. Although encouraging results were obtained
for distinguishing between pairs of key bytes which
were very different (error close to 0%), there were un-
acceptably high classification errors (as much as 35%)

for pairs of keys with only a few bit differences. Thus
this approach was deemed unsuitable for an extend-
and-prune attack due to high errors which would result
in large number of potential candidates being retained.

Next, we used the Multivariate Gaussian Noise
model. For our experiment, we used 10 choices for
the first key byte. These were carefully chosen to be
very close and therefore yielded poor results with uni-
variate statistics. For each of the 10 values of the key
byte, we took 2000 samples of the side–channel. We
used the same 42 points of interest as in the univari-
ate experiment. The templates consisted of the means
and the noise covariance at these points. We used
the templates and the maximum likelihood estimator
to classify each of these 20000 samples. Our exper-
iments showed that the multivariate Gaussian noise
model was able to correctly identify the right key byte
out of the ten possibilities with an average classifica-
tion success probability of 99.3% and worst case suc-
cess probability of 98.1% (sample chosen randomly
among 2000 samples with same key byte). Since the
10 key bytes were carefully chosen to reflect the worst
case, these results can be extrapolated to the case of
256 different values of the key byte. Even if we pes-
simistically assume for each key byte there are 50−60
bytes which are close, we would get an average classi-
fication error of 5 − 6% while classifying all possible
values of that byte.

With the multivariate approach, we can extract
small sized keys, even by using the drastic pruning
strategy of retaining only one possibility for the key
byte at each iteration. If the key is small, we need
to run this process only for a few iterations and the
overall error, bounded by the sum of the errors in each
iteration, will still be small. For example, we can do
better than 50% (total error = 8×6%) for about 8 bytes
of key material.

With a little more effort, much better results can be
obtained. We could keep more candidates at the end of
each pruning stage and significantly reduce the proba-
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bility of error. For example, with a slight modification
of the maximum likelihood method, we can keep at
most 1.3 hypotheses (on an average) for the key byte
and have a 98.67% guarantee that the correct byte is
retained. Using this approach independently for each
iteration, for an n-byte key, we can reduce the num-
ber of possibilities down to (1.3)n while retaining the
correct key with probability at least (100 − 1.33n)%.
Thus, we are able to substantially reduce the 8n bits of
entropy in the key to about 0.38n. The results of an ac-
tual template attack will be better than these estimates
since the templates will built for longer and longer
prefixes of the computation and not independently for
each iteration. Due to the diffusion property of the
RC4 key initialization algorithm, candidates having
incorrect values for the initial key bytes are likely to
be eliminated at later stages of the process. Thus the
final number of candidates will be substantially lower
than (1.3)n.
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